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Research on Artificial Intelligence is Reshaping Our Definition of Morality
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Some claims about morality cannot be tested without defin-
ing morality in the first place, that is, without providing a
clear and consensual set of criteria allowing to decide
whether a process, decision, judgment or emotion qualify as
moral or not. For example, if we seek to argue that morality
is universal by showing that some process, X, is universal,
we need X to clearly and consensually qualify as a moral
process. If we seek to show that some moral emotions do
not stem from intentional harm, we need to have a clear
and consensual way to decide which emotions qualify as
moral. There are comparable questions in the corner of
moral psychology that intersects with Artificial Intelligence
(AI), questions that focus on a contrast between the moral
and the non-moral, and accordingly require a consensual
definition of what separates them. For example, we may
want to show that people are especially averse to AI making
moral decisions (Bigman & Gray, 2018), more than they are
averse to Al making non-moral decisions. To test this claim,
we need a definition of what separates moral from non-
moral decisions, as a required step for building appropriate
experimental materials. The alignment problem may also fall
in this category: if we want to align the behavior of Al to
the moral values and priorities of humanity, we arguably
need to agree about the boundaries of these values and pri-
orities, in order not to complicate the alignment process by
including non-moral values and priorities (Mittelstadt,
2019).

In contrast, some research questions that stem from the
development of Al inform rather than require a definition
of morality. Consider the following question: to what extent
and for which reason do people demonstrate prosocial
behavior toward Al-powered machines (Pauketat & Anthis,
2022)? When it is directed toward other humans, prosocial-
ity typically involves actions and emotions that spring from
concerns about the welfare of others, which makes it a
moral issue. Is prosociality toward machines a moral issue?
According to the definition offered in the target article
(Dahl, this issue), it is not, because morality must involve
concerns about sentient others. As a result of this definition,
we would consider that our theories of moral psychology do
not have to (and maybe should not even try to) explain the
prosocial behavior that people display toward machines. The
problem is that we do not know yet whether this is a rea-
sonable conclusion, because we do not know yet whether we

need to extend our definition of morality so that it includes
concerns toward Al as a special class of non-sentient moral
patient. More generally, the development of AI blurs the
boundaries of moral psychology by potentially introducing a
novel class of moral agents and patients (Bonnefon et al., In
Press). We do not fully know if and in which sense humans
think of Al-powered machines as moral agents whose
behavior they should praise or punish, or if humans think
of Al-powered machines as moral patients whose welfare
they are obligated to attend—but we should not exclude
these questions from the purview of moral psychology solely
because Al-powered machines are not sentient. We should
rather embrace the fact that these questions aim at redefin-
ing what counts as morality, and respecifying what theories
of moral psychology must be able to explain.

Perhaps more controversially, we need to consider that
moral psychology may have to increase its scope to study
machine participants. This may seem like a far-fetched idea.
After all, if moral psychology is concerned with explaining
human thinking and behavior, then moral psychologists
learn nothing of value by running surveys and experiments
with machine participants—but the goal of these experi-
ments is not to better understand the human mind.
Running experiments on machines is a key element of
Machine Behavior (Rahwan et al, 2019), an emerging inter-
disciplinary scientific field that focuses on studying the
actions and decision-making processes of Al systems. It
seeks to understand how these systems interact with their
environments, other machines, and human beings, as well as
the underlying principles that govern their behavior—in par-
ticular, the moral principles that govern their moral behav-
ior. Importantly, the moral behavior of machines and the
principles that govern it are often difficult, if not impossible,
to predict from their code alone, especially in the case of
deep learning systems. First, the behavior of these systems is
affected by the interaction of millions of parameters learned
during their training phase, leading to emerging properties
which were never explicitly encoded. Second, these systems
are deployed in dynamic settings, when they encounter sit-
uations and interaction partners which were not part of
their training data, making it even more difficult to antici-
pate their behavior in the wild. As a result, researchers who
seek to understand what moral decisions the system will
make, and why, need to conduct experiments in which the
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system acts as a participant, just as behaviorists conduct
experiments with humans and other animals.

Conducting experiments to investigate the moral princi-
ples and behavior of machines may not currently fall within
the purview of moral psychologists, under any definition, as
their field primarily focuses on human thought and behav-
ior. However, moral psychologists possess unique qualifica-
tions that make them well-suited for this task. They are
experts in the behaviors that machines are trained on, have
a deep understanding of human biases that may have influ-
enced the machines during development, and possess the
methodological skills necessary to design experiments that
explore the mechanisms underlying moral behavior.
Accordingly, excluding moral psychologists from the study
of machine behavior would be a significant loss. However,
they may be discouraged from participating if their defin-
ition of morality does not encompass machine thought and
behavior, as they might perceive such work as too risky for
publication in the top journals of their field. Furthermore,
even if some moral psychologists choose to engage in this
research, excluding machine behavior from the definition of
morality would risk delegitimizing their contributions in the
eyes of policymakers and scientists from other disciplines,
since it would be perceived as an admission that machine
behavior is not in the scope of expertise of moral
psychologists.

This is in fact a broader problem, which applies beyond
the specific case of Machine Behavior. Because the field of
AT moves very fast, new problems keep on emerging, which
may benefit from the perspective of moral psychologists,
without falling squarely within the purview of morality as
currently defined in their field. The list could be endless,
but for example: How should autonomous vehicles distribute
risks across road users (Bonnefon et al, 2016)? Should
machines be allowed to pass as humans if this deception has
beneficial effects (Ishowo-Oloko et al., 2019)? Should we
regulate algorithmic moral profiling (Purcell & Bonnefon,
2023)? When should people be allowed to use Al to trans-
form the way the sound, look, or read to others (Hancock
et al, 2020)? How is responsibility apportioned when
humans and machines jointly contribute to a harmful out-
come (Awad et al., 2019)? All these problems invite a multi-
disciplinary ~ approach  involving computer  science,
engineering, law, political science, ethics, and yet other
fields. But do moral psychologists get to sit at the table, if
these problems do not quite fit their current definition of
morality? In such a case, moral psychologists may attempt
to change their definition of morality so that it encompasses
the new problems they want to tackle—but this will be a
slow process, slower than the pace at which new problems
are created by AL They may also start working on these
new problems even though they do not quite fit their cur-
rent definition of morality—but this may fragilize their pos-
ition in the eyes of other scientists and policymakers, since,
by their own admission, they would be working outside of
their primary field of expertise.
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We acknowledge that these are not arguments about sci-
ence, but arguments about scientific institutions and incen-
tives. The target article makes a compelling case that being
clear about our definition of morality will improve theories
of moral psychology. We agree—but as we argued in this
commentary, advances in Al are disrupting our conception
of morality in a way that reshapes its definition, and keep
creating new problems and opportunities for moral psychol-
ogists, which may require us to keep our definition of mor-
ality as fluid as possible in order not to gatekeep ourselves
out of novel, critical fields of investigation.
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