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G
enerative artificial intelligence (AI) 
has received broad criticism for its 
role in spreading misinformation 
(1–5). In its 2024 Global Risks Re-
port, the World Economic Forum 
ranked AI-amplified misinforma-

tion as one of the most severe risks that 
the world currently faces (6). In this con-
text, evidence for the potential positive 
impacts of AI is particularly welcome. On 
page 1183 of this issue, Costello et al. (7) re-
port such evidence. The authors recruited 
more than 2000 conspiracy believers and 
showed that a brief but personalized con-
versation with an AI-driven chatbot could 
durably reduce research subjects’ misin-
formed beliefs by 20% on average. Nota-
bly, this effect persisted for at least 2 
months after the intervention and 
was observed across a wide range 
of conspiracy theories. The re-
sults challenge conventional 
wisdom about conspiratorial 
beliefs and demonstrate that 
it is possible to counter even 
deeply entrenched views with 
sufficiently compelling evidence.

The size, robustness, and per-
sistence of the reduction in conspiracy 
beliefs reported by Costello et al. suggest 
that a scalable intervention to recalibrate 
misinformed beliefs may be within reach. 
The findings also raise questions about the 
range of potential applications that may be 
amenable to this approach. Popular psy-
chological theories posit that people adopt 
conspiracy beliefs to fulfill underlying 
psychological needs, which renders the be-
lievers impervious to counterevidence. In 
addition, entrenched conspiracy theorists 
are often quite knowledgeable about their 
chosen conspiracy, which makes it diffi-
cult for nonbelievers to flexibly marshal 
sufficient facts and arguments to counter 
them. As described by Costello et al., AI 
programs known as large language models 

offer a promising solution to this challenge 
because these models can draw from an ex-
tensive body of information across diverse 
topics and have the ability to tailor coun-
terarguments to specific conspiracies and 
lines of argument.

A corollary of this approach, however, 
is that the AI dialogue technique used by 
Costello et al. may only work for conspira-
torial beliefs resulting from thorough elab-
oration and may be less effective on more 
superficial misinformed beliefs with little 
justification. Ideally, a scalable AI dialogue 
intervention should have a broad range of 
applications and be able to help recalibrate 
misinformed beliefs in domains as varied 
as pseudoscience, health myths, climate 
skepticism, or political extremism. How-

ever, it is unclear whether these types of 
misinformed beliefs resist correction for 
the same reasons as conspiracy beliefs 
and thus can be rebutted in the same way. 
As a heuristic, one might expect that any 
misinformed beliefs that respond well to 
counterevidence, such as climate beliefs 
(8), may react even better to the flexible, 
thorough counterevidence provided by 
generative AI. Finally, more research is 
needed to assess how feasible it is for gen-
erative AI to quickly respond to emerging 
conspiracy theories—for which no specific 
training data may be available—at times 
when speed is crucial, such as during the 
early days of a pandemic or after an assas-
sination attempt on an elected official.

Another avenue for future work in-

volves understanding how long and how 
frequent AI dialogues should be to be ef-
fective. Costello et al. reported a 16-point 
drop in conspiracy beliefs on a 100-point 
scale after only three rounds of back-and-
forth conversation between research sub-
jects and a trained large language model. 
This effect size is substantial, especially 
when compared with other interventions 
encouraging reflective, analytical thinking, 
which yielded only a one- to six-point drop 
in reducing conspiracy beliefs (9, 10). 

The persistence of the effect reported by 
Costello et al. over time is also noteworthy, 
albeit insufficient to completely eliminate 
misinformed conspiracy beliefs. More data 
are needed to determine whether stron-
ger doses (e.g., longer conversations) and 
repeated interventions might yield even 
stronger results. By systematically varying 
the duration and frequency of AI-driven 
dialogues, there can be better understand-
ing of how to maximize their impact and 
move closer to a comprehensive solution 
for mitigating misinformed beliefs.

The AI dialogue technique is so power-
ful because it automates the generation of 
specific and thorough counterevidence to 
the intricate arguments of conspiracy be-
lievers and therefore could be deployed to 
provide accurate, corrective information at 

scale. An important limitation to real-
izing this potential lies in delivery—

namely, how to get individuals 
with entrenched conspiracy be-
liefs to engage with a properly 
trained AI program to begin 
with. The Costello et al. study 
relied on online survey respon-
dents who chose to participate 

in their scientific study. How-
ever, conspiracy believers are likely 

to distrust scientific institutions (11), 
and it may be difficult to persuade them 
to opt into AI dialogues designed to chal-
lenge their beliefs (12) in everyday settings. 
Overcoming or bypassing this resistance 
will require innovative delivery strategies.

One option described by Costello et al. 
is to match internet search terms related 
to conspiracy theories with AI-generated 
summaries of accurate information. There 
is certainly value in intercepting misin-
formation at the point of search and pro-
viding users with immediate, relevant 
counterevidence. However, short summa-
ries based on generic search terms would 
forego the two main strengths of the AI 
dialogue technique: the length and speci-
ficity of the AI responses. Another op-
tion put forward by the authors involves 
AI-powered social media accounts that 
could reply to users who share inaccurate 
conspiracy-related content. This approach 
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would allow for specificity, and perhaps 
for length on some platforms, but may still 
be insufficient because users might deem 
these responses intrusive or untrustworthy 
and therefore might ignore or block the 
source AI accounts.

A more personal approach to introduc-
ing AI may also be effective. Conspiracy 
believers often have friends or relatives 
who are desperate for a way to debunk 
misinformed beliefs. These connections 
could be leveraged by encouraging these 
friends and relatives to coax the believ-
ers into engaging in AI dialogue. Friends 
and relatives themselves could also use AI 
for inspiration when debating with their 
conspiracy-believing contacts. Such in-
spiration could come both from the facts 
provided by AI and from the dispassionate 
way that AI provides them. In both sce-
narios, ensuring that only properly trained 
AI programs are used is essential to main-
taining the integrity and effectiveness of the 
intervention. Indeed, absent this training, it 
is possible that AI programs could also con-
vince people to adopt dubious beliefs.

For better or worse, AI is set to profoundly 
change our culture (13, 14). Although widely 
criticized as a force multiplier for misinfor-
mation, the study by Costello et al. demon-
strates a potential positive application of 
generative AI’s persuasive power. The find-
ings also underscore the ongoing importance 
of thorough follow-up research and appropri-
ate guardrails to ensure that this transforma-
tive technology is deployed responsibly. j
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A crystallized view 
of acid-base chemistry
The structural relationship between 
Lewis adduct isomers is resolved 

By Andrew R. Jupp

I
nteractions between electron pair accep-
tors (Lewis acids) and electron pair do-
nors (Lewis bases) to create bimolecular 
Lewis adducts are fundamental to under-
standing and designing a multitude of 
chemical reactions. The eponymous acids 

and bases were codified by Gilbert Lewis in 
1923 (1), and in 1952, Robert Mulliken posited 
that Lewis acids and bases associate through 
“inner” and “outer” forms (2). Yet, the mo-
lecular structures of these two forms of the 
Lewis adduct have been elusive. On page 
1184 of this issue, Liu and Gabbaï (3) report 
the crystal structures of the inner and outer 
forms of a Lewis adduct. This work provides 
a long-awaited opportunity to compare and 
study these fundamental compounds. 

The inner form of a Lewis adduct is the 
“classical” version that features a covalent 
bond between the donor and acceptor of the 
electron pair. For a conventional Lewis acid 
such as trivalent boranes (BR3; R is a substit-
uent atom or group), this association is ac-
companied by a change in geometry around 
the boron center, from trigonal planar to tet-
rahedral. This distortion usually comes with 
an energetic penalty, but this is compensated 
by the formation of the dative bond. There 
are some acid-base systems where this is not 
the case. For example, whereas BCl3 is typi-
cally a stronger Lewis acid than BF3 toward 

strong Lewis bases, the opposite is true for 
very weak Lewis bases such as carbon mon-
oxide (CO). This is because in the OC–BF3

and OC–BCl3 adducts, the C–B bonds are 
very weak, with long C–B bond distances and 
minimal distortion of the Lewis acids (4). 
This weak complex is the outer form and is 
usually observed when the strength of the 
bond being formed does not outweigh the 
distortion energy. For systems where the in-
ner form is favored, it is postulated that the 
inner adduct is accessed by passing through 
a higher-energy outer adduct. 

Liu and Gabbaï devised a system that bal-
ances the energies of the inner and outer 
forms of a Lewis adduct, rendering both 
accessible to crystallographic characteriza-
tion. Instead of the traditional boron Lewis 
acid, an isoelectronic and isolobal carbenium 
(+CR3) center was used, and a phosphine ox-
ide (R3PO) was used as the Lewis base. These 
were tethered onto an acenaphthene (C12H10) 
framework to ensure proximity in space. The 
outer isomer was characterized with a C–O 
distance of 2.653(3) Å between the acid and 
base centers, whereas the inner form showed 
a closer contact of 1.534(4) Å. The two iso-
mers were examined with a wide range of 
techniques, including infrared spectroscopy, 
nuclear magnetic resonance spectroscopy, 
and computational modeling. Interestingly, 
the modeling showed that the outer isomer 
was energetically favored (see the figure), 
but only by 5.4 kJ/mol. The authors also 
demonstrated that the adduct could func-
tion as a photoredox catalyst for a small 
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A reaction profile for the formation of the outer and inner adducts of a Lewis acid and base

is shown in which the outer version is more stable. 
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