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\begin{abstract}
As algorithms powered by Artificial Intelligence (AI) are increasingly involved in the management of organizations, it becomes imperative to conduct human-centered AI management research and understand people’s feelings and behaviors when machines gain power over humans. The two mainstream methods – vignette studies and case studies – reveal important but inconsistent insights. Here we discuss the respective limitations of vignette studies (affective forecasting errors, biased media coverage, and question substitution) and case studies (social desirability biases and lack of random assignment and control conditions), which may lead them to overrate negative and positive reactions to AI management, respectively. We further discuss the advantages of a third method for mitigating these limitations: field experiments on crowdsourced marketplaces. A proof-of-concept study on Amazon Mechanical Turk (Mturk; as a world-leading crowdsourcing platform) showed unique human reactions to AI management, which were not perfectly aligned with those in vignette or case studies. Participants (N = 504) did not differ significantly under AI versus human management, in terms of performance, intrinsic motivation, fairness perception, and commitment. We suggest that crowdsourced marketplaces can go beyond human research subject pools and become models of AI-managed workplaces, facilitating timely behavioral research and robust predictions on human-centered work designs and organizations.
\end{abstract}

1. Introduction

Algorithms powered by Artificial Intelligence (AI) are increasingly involved in the management of organizations, a development that has spurred much research oriented toward efficiency, revenue, and innovation (Frank et al., 2019; Frey and Osborne, 2017; Kellogg et al., 2020; MIT Work of the Future, 2019; Wood, 2021). The use of AI in managing workers has also become a frontier for understanding people’s feelings and behaviors where machines gain power over humans (Cao et al., 2021; Curchod et al., 2020; Glikson and Woolley, 2020; Hoddinghaus et al., 2021; Kellogg et al., 2020; Rahman, 2021; Wesche and Sonderegger, 2019). The two most common methodological paradigms to collect data on human reactions to AI management are vignette studies and case studies. In vignette studies, participants are presented with hypothetical scenarios in which they are managed by AI, and asked to anticipate how they would feel and behave. Case studies, on the other hand, recruit participants who work in a company that has already deployed AI management, and integrate data from surveys, interviews, text analysis, or observation, to gauge how they actually feel and behave in their dealings with AI managers.

Vignette studies and case studies can have different focuses. For example, vignette studies often focus on futuristic scenarios where AI management has not yet happened but can be foreseen to produce certain outcomes, whereas case studies focus mainly on the status quo where AI management has already been deployed and systematically changed how some people work. Relatedly, vignette studies and case studies can focus on different industries and occupations that employ people with different characteristics. As compared to vignette studies that can examine a wide range of domains and populations, case studies often concern jobs that are most susceptible to automation and AI replacement (e.g., comprising mechanical, more than analytical, intuitive or empathetic tasks; Frey and Osborne, 2017; Huang and Rust, 2018). And people who perform these tasks tend to be less skilled, less educated, and have a relatively disadvantaged socio-economic background (Frank et al., 2019; Frey and Osborne, 2017; Makarius et al., 2020).
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Despite various differences, vignette studies and case studies both contribute important insights into human-centered AI management by investigating people’s positive or negative attitudes toward AI management. Here we show that findings from these two sources of data are often inconsistent. Typically, participants in case studies display more positive attitudes toward AI managers than participants in vignette studies. We argue that the two methods reveal conflicting results partly because they each miss a crucial component. Case studies do not have experimental controls—which should allow us to compare people’s feelings and behaviors under AI management with a clear baseline. Instead, vignette studies have experimental controls but are often not grounded in any actual experience; expected feelings and intended behaviors can be shaped more by idiosyncratic thinking about dystopian scenarios rather than actual experience.

We then propose field experiments as a method that can overcome the limitations of vignette studies (specifically, affective forecasting errors, biases linked to media coverage, and question substitution) and the limitations of case studies (specifically, lack of random assignment, lack of experimental controls, and potential insincerity of respondents due to job insecurity; see Fig. 1 for a summary). Crowdsourced marketplaces such as Amazon Mechanical Turk (Mturk) can provide an appropriate setting for these field experiments, using their original function as online labor markets (Horton et al., 2011). To replicate previous findings or support our reasoning, we conducted two empirical studies—one representative-sample survey on UK citizens (N = 488) and one field experiment with Mturk workers (N = 504). All the study materials, datasets and codebook, and analysis scripts can be found at https://tinyurl.com/Almanagement. In the main text, we summarize the key results of the representative-sample survey, and present the detailed methods and results of the field experiment on Mturk. The detailed method and other ancillary results of the survey study can be found in the Supplementary Materials (SM).

2. Literature review

2.1. Inconsistent findings between vignette and case studies

In order to highlight the central discrepancy between vignette and case studies, we focus on the dependent variables that they most commonly share, that is, measures of attitudes toward AI management. In vignette studies, attitudes are often negative, in line with studies on algorithm aversion in many other domains (e.g., medical, aesthetic, judicial; Bigman and Gray, 2018; Castelo et al., 2019; Kobis and Mosrink, 2021; Longoni et al., 2019).

The aversion to AI managers in vignette studies is especially pronounced for the managerial roles that people deem to require psychological rather than analytical qualities (Castelo et al., 2019; Gonzalez et al., 2022; Lee, 2018; Morewedge, 2022; Ranganathan and Benson, 2020). Since people perceive AI to be successful at analytical and problem-solving tasks, they are relatively open to letting AI help them schedule and monitor their workflows (Lee, 2018; Logg et al., 2019; Raveendhran and Fast, 2021). In contrast, people perceive AI to be less successful at recognizing emotions and understanding natural language, which makes it bad at roles that require understanding and responding to feelings (Acikgoz et al., 2020; Bigman and Gray, 2018; Gray et al., 2007; Höddinghaus et al., 2021; Longoni et al., 2019). As a result, people often express strong aversions to seeing AI in managerial roles that require these psychological qualities, especially when the role implies evaluating workers and making decisions about their careers, a process that people imagine as unfair, dehumanizing, and demotivating (Acikgoz et al., 2020; Castelo et al., 2019; Gonzalez et al., 2022; Lee, 2018; Newman et al., 2020).

While participants in vignette studies typically express negative attitudes toward AI management, case studies often tell a different story. Here we list a few examples of this discrepancy. First, in vignette studies, participants imagine that they would be reluctant to share their personal feelings with AI managers (Acikgoz et al., 2020; Höddinghaus et al., 2021; see also in our representative survey) – but in case studies, workers can be quite comfortable with disclosing emotions to a computer (Lucas et al., 2014; von der Pütten et al., 2010). Second, in vignette studies, participants expect AI management to deprive them of autonomy and intrinsic motivation (Gonzalez et al., 2022; Raveendhran and Fast, 2021) – but in case studies, workers are willing to cede control authority to AI leaders and trust its procedural fairness (Cormier et al., 2013; Gombolay et al., 2015; Lix and Valentine, 2020). Fourth, in vignette studies, people think that being evaluated by AI would impair their commitment to their job and the organization (Gonzalez et al., 2022; Raveendhran and Fast, 2021) – but in case studies, workers can actually achieve higher productivity when managed by AI (Bai et al., 2020; Kawaguchi, 2020; Lee et al., 2021; Ranganathan and Benson, 2020; Sun et al., 2021).

Positive reactions to AI management in case studies emerge in particular when work design features human-centered standards (Parker and Grote, 2022), for example, when AI managers make fair decisions (Kusk and Bossen, 2022; Lee et al., 2021; Mohlmann and Zalmanson, 2018), can integrate workers’ own experience (Kawaguchi, 2020; Lee et al., 2021) or other superiors’ oversight (Gonzalez et al., 2022; Kusk and Bossen, 2022). However, they do not alleviate ethical concerns related to objective features of AI management, including, for example, lack of explainability and accountability (Glikson and Woolley, 2020;
These and other findings suggest a gap between the attitudes people have toward AI management when they participate in vignette studies, and the attitudes workers actually have toward their AI managers in case studies. But how should we interpret this gap? In the next section, we suggest that vignette studies and case studies have different strengths and limitations, which may have contributed to different conclusions regarding people’s attitudes toward AI managers.

2.2. Vignette and case studies have different limitations

The gap between vignette and case studies does not necessarily mean that one is right and the other is wrong. Instead, each method has its own limitations (and can complement each other in some respects). Vignette studies ask participants to imagine how they would feel about AI management, without having actually experienced it, which raises at least threats to external validity. First, people are usually poor judges of their reactions to future events: they underestimate their abilities to adapt to changes and overestimate the intensity and duration of their future emotional states (Wilson and Gilbert, 2005). This is likely to pose problems when people imagine being managed by AI, a situation that evokes a subordinate relation with strong status asymmetry and is known to trigger vigilant reactions (Kraus et al., 2011; Rucker et al., 2018). Indeed, research on human hierarchies has shown that when people imagine themselves in a low-status position, they feel less autonomy and control, are more vigilant toward threats in their social environment, and expect more hostile intentions from others in ambiguous situations (Kraus et al., 2011; Lount and Pettit, 2012; Rucker et al., 2018).

Second, the responses of participants to vignette studies, who do not have an actual experience of AI managers, are more likely to be shaped by the media coverage of AI management (Gonzalez et al., 2022; Haggadone et al., 2021) – and this media coverage is largely negative, as illustrated for example by news stories of the AI managers in Amazon warehouses, which are often depicted as exploitative and dehumanizing (Crawford, 2021; Dziezak, 2020; Soper, 2021).

Third, people may substitute difficult questions about how they might feel (once having experienced AI management) with easier ones like how they feel now (about switching to AI management; Kahneman and Frederick, 2002). Based on abstract descriptions and little experience, people may have a hard time anticipating their specific feelings (about fairness, autonomy, status, etc.). As a consequence, substitution can take place where people express preferences for the status quo (i.e., human management) and resistance to changes (i.e., AI management; Jachimowicz et al., 2019). The choice of human versus AI management, though, is not one especially realistic, since this decision is usually made for workers (Crawford, 2021; Rahman, 2021). When AI management is actually deployed, workers may express boredom and dissatisfaction with the tasks they receive, but they do not have a choice to switch back to human management (Bucher et al., 2021; Cormier et al., 2013).

Case studies do not have the problems above, since they collect measures from workers who actually have the experience of being managed by AI. As a result, these workers can respond based on their lived experience (Gonzalez et al., 2022; Haggadone et al., 2021; Makarius et al., 2020), which attenuates issues of affective forecasting, biased media exposure, and question substitution. Case studies, however, have their own limitations. As the science fiction writer William Gibson famously wrote, “The future is already here – it’s just not very evenly distributed” (Gibson, 1999). While AI management may be in the cards for most jobs, it’s not evenly distributed yet, which creates an endogeneity problem for case studies. By investigating organizations that have already deployed AI management, case studies automatically select sectors that are the most amenable to this management, and workers who chose to enroll or remain in these sectors, whose profile may thus be different from the general population. For example, workers currently under AI management often have lower skills and incomes (Frank et al., 2019; Frey and Osborne, 2017; Makarius et al., 2020), and their attitudes can partly result from their specific socioeconomic characteristics (Kraus et al., 2011; Lount and Pettit, 2012; Rucker et al., 2018).

Second, the validity of findings in case studies may be jeopardized by workers’ feelings of job insecurity. When they are aware that their behavior is being observed and analyzed, people tend to behave in socially desirable ways. Workers who are managed by AI and feel that their job is not secure (which can be particularly true for workers with lower skills and incomes) may exaggerate their satisfaction with their AI managers because they believe (rightly or wrongly) that their answers are monitored and that they should behave in the way their hierarchy deems desirable (Arnold et al., 1985; Dunning et al., 2004).

Third, case studies on AI management often do not incorporate rigorous contrasts with control conditions such as human management, which can hinder inferences about whether human management strategies and work designs should differ from AI management ones (Kellogg et al., 2020; Parker and Grote, 2022). While it is easy for vignette studies to provide participants with a controlled counterfactual, and to provide quantitative evidence of how differently they feel about AI management compared to the human management counterfactual, it is challenging to do the same in case studies, as it is typically impossible to intervene on workers’ actual organization and implement experimental manipulations. There are exceptions; for example, Lith and Valentine (2020) examined how freelancers react to platform rewards differently before versus after removing an AI-based scoring system. Ranganathan and Benson (2020) investigated work motivation and productivity after implementing AI versus human management on two existing production lines. Despite their valuable insights into the differences between human and AI management in the field, these quasi-experiments can also be biased by the non-randomized sequence of different treatments or other confounding factors in quasi-experimental groups.

To sum up, vignette studies can suffer from affective forecasting, biased media exposure, and question substitution, and case studies, which do not have these problems, can still suffer from endogeneity, social desirability biases, and lack of control conditions – problems that vignette studies do not face to the same extent. Ideally, research would benefit from a method that combines the respective strengths of vignette and case studies, and mitigate their respective threats to validity. We now argue that field experiments can be a practical and effective solution, especially if they draw on online labor markets that behavioral scientists already have experience with (Buhrmester et al., 2011; Paolacci et al., 2010).

2.3. Field experiments in crowdsourced marketplaces

Vignette and case studies of AI management often deliver inconsistent results, and the gap between these results may be due to their respective limitations. To make progress toward a resolution, researchers would need to conduct properly controlled experiments in the field, that is, in a setting that is as close as possible to real employment while allowing random assignment to treatment and control conditions, and allowing research participants to express sincere attitudes toward AI management, without fear about personal consequences. This is a very high bar; to facilitate more timely research on human-centered AI management (White et al., 2022), we suggest that there is an employment context that many researchers are already familiar with, which can provide an acceptable approximation: crowdsourced marketplaces, of which the best-known example is Amazon Mechanical Turk (Mturk). Crowdsourced marketplaces have become an everyday tool for many social and behavioral scientists, following seminal research that validated them as a data collection platform for social science studies (Buhrmester et al., 2011; Horton et al., 2011). Within five years, social science journals with an impact factor greater than 2.5 published 10
times more papers that recruited participants from Mturk, which increased from fewer than 50 in 2011 to more than 500 in 2015 (Chandler and Shapiro, 2016). Management research witnessed a similar trend using data from Mturk, with 6 papers doing so in 2012 to 133 in 2019 (Aguinis et al., 2021). Social scientists have run so many surveys and experiments on Mturk that many have come to see it as a global, extended department subject pool (Buhrmester et al., 2011; Horton et al., 2011; Paolacci et al., 2010), overlooking the fact that it is primarily an online labor market, where workers build business connections with clients, with flexible hours and a substantial level of autonomy.

Crowdsourced marketplaces may not only be regarded as an approximation to other employment contexts; they are by nature growing economic institutions and increasingly share characteristics with other workplaces in the post-pandemic era (Parker and Grote, 2022). Triggered by the pandemic and enabled by digital technologies, a larger proportion of the workforce across various industries has experienced a digital transformation. By working from home, people can save commuting time and have flexible schedules. Through virtual work activities, they may also experience loneliness and blurred work-life boundaries (Wood et al., 2022). These shared characteristics establish a common ground for crowdsourced and other working contexts.

It should be noted, however, that crowdsourced marketplaces can face a generalizability problem when it comes to highly heterogeneous work contexts or worker characteristics. Even though crowdsourced marketplaces are a good example of economic institutions that facilitate micro-work, crowdsourcing, and the so-called gig economy, they lack the long-term commitments and physical interactions that still predominate in many employment situations. For example, the way people experience performance monitoring, job autonomy, psychological contract, and social support systematically differ between virtual versus physical work contexts (Kellogg et al., 2020; Wood, 2021; Wood et al., 2022), and the way these factors influence people’s attitude toward AI management may also differ. Moreover, workers on crowdsourced marketplaces have demographic characteristics that may also influence their attitudes toward AI management. For example, Mturk workers are mainly based in the United States; as compared to the general population of US working adults, Mturk workers are generally representative on gender, ethnicity, and income, but are relatively younger and better educated (e.g., more than 50% of them have a college degree, compared to 36% of working US adults over 18 years old; Geiger, 2016; Moss, 2020). Thus, findings based on these samples may not generalize to other cultural contexts, or work groups featuring an older age or lower level of education. Nonetheless, in the context of AI management, we believe that crowdsourced marketplaces can at least mitigate the limitations of vignette and case studies and help consolidate previous findings on human-centered AI management.

Conducting field experiments on AI management in crowdsourced marketplaces can overcome some limitations of vignette studies. Most importantly, these field experiments make it possible to hire participants to complete compensated tasks under the scrutiny of a real AI manager. As a result, participants do not have to imagine how they would feel or behave in this context – they are directly experiencing the situation, under incentive-compatible conditions. Just as important, these experiments do not require deception, which may induce biases in interpreting human reactions to AI managers (Tong et al., 2021). Crowdsourced marketplaces like Mturk provide simple Application Programming Interfaces (APIs) and flexible integration with experimental design tools (e.g., Qualtrics, oTree) that allow researchers to pre-program algorithms to allocate tasks to participants, monitor their performance, and determine their rewards and subsequent tasks.

Conducting field experiments on AI management in crowdsourced marketplaces can also overcome some limitations of case studies. First, these field experiments make it easier to recruit diverse samples of workers (Aguinis et al., 2021; Buhrmester et al., 2011), alleviating the endogeneity problem faced by case studies. For example, Mturk system allows to select relatively skilled or less skilled workers (based on their number of completed tasks and approval rate) and workers based in different U.S. states or other countries. Using pre-screening surveys, recruiters can implement customized questions and standards, and invite workers who provide targeted answers (e.g., a particular education level) to join the focal tasks later linked through their unique Worker ID. A diverse composition of workers can then be achieved by assigning a balanced quota for these system or customized qualifications (e.g., 50% below and 50% above college education). Second, these field experiments make it possible to run tightly controlled treatments and to randomly assign workers to these treatments. Third, participants in field experiments can express themselves without fear of negative consequences. If they are fully informed of the way their compensation is calculated, they can trust that their feedback about their managers will not impact their payoff. Furthermore, the short-term and anonymous nature of their employment means that they can express themselves freely, without consequences for their future jobs within the crowdsourced marketplace.

3. Summary of a representative survey

We first conducted a survey study, to synthesize previous findings on people’s reactions to AI management. This was done since, as we reasoned earlier, vignette and case studies can have different focuses in terms of, for example, industries (relatedly, managerial functions) and worker characteristics. Relatedly, vignette and case studies also suggest different reasons why people approve or disapprove of AI management. To provide an overview, we surveyed 488 UK citizens through a panel company Respondi. We aimed for a sample that was representative on age ($\text{Age} = 47.05$, $\text{SD} = 16.09$, with 6 missing), gender (55.3% male, 42.2% female, and 2.5% other), and education level (16.6% lower secondary, 30.1% upper secondary, 16.8% post-secondary, and 18.0% advanced-level tertiary education), and answered questions about (A) their general attitudes toward AI managers, as well as AI assistants and co-workers, (B) their acceptance of AI serving different managerial functions, and (C) potential reasons why they approve or disapprove of AI management. The main findings are summarized in Fig. 2.

In general, 66% of our respondents disapproved of the replacement of human managers with AI managers, which was twice the rate at which they disapproved of the use of AI in non-managerial roles such as assistants or co-workers (34.5% and 29.6%, respectively; see Fig. 2A). The aversion to AI management was extremely strong when AI management was deployed to understand personal feelings; 73% of respondents in our survey expressed such aversion (see Fig. 2B). Among various reasons why people might disapprove of AI management, as shown in Fig. 2C, autonomy and fairness concerns were strongly negatively correlated with people’s acceptance of AI managers (e.g., ”AI managers would deprive my autonomy,” $r = -0.46$; ”AI managers would leave me with no channel to appeal”, $r = -0.43$; or ”AI managers would disrespect me”, $r = -0.40$) were strongly negatively correlated with people’s acceptance of AI managers, more so than AI managers’ competencies (”AI managers would be competent to do their job”; $r = 0.15$).

4. A proof-of-concept field experiment on Mturk

We reasoned that field experiments can mitigate some limitations of vignette studies (which may overestimate negative attitudes toward AI managers) and case studies (which may overestimate positive attitudes toward AI managers), and better simulate the future of AI management. As an illustration of what a field experiment on AI management in a crowdsourced marketplace might reveal, we conducted a proof-of-concept experiment on Mturk, focusing on actual performance and psychological reactions such as autonomy, fairness, intrinsic motivation, and commitment – as suggested by our representative survey and other previous studies (Aciqgoz et al., 2020; Gonzalez et al., 2022; Lee, 2018;
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Fig. 2. Summary of the representative-sample survey on AI management (N = 488).

Mohlmann and Zalzman, 2018; Newman et al., 2020).

We assigned Mturk workers to be managed either by a human or by an algorithm. Workers had to complete a personality test, and knew that their bonus pay would depend on whether their manager (which they knew to be either a human or an algorithm) judged them to have completed this task seriously. We know from previous research that people believe this management task to require high psychological ability, and that they express doubts about the capacity of AI managers to perform it adequately (Castelo et al., 2019). The study was pre-registered on Open Science Framework at https://tinyurl.com/Pre registerAImanagement.

4.1. Method

4.1.1. Participants

As specified in our pre-registration, we recruited 504 participants (298 males; M\text{age} = 39.6, SD = 11.7) on Mturk to complete a study about Personality Test Evaluation on two consecutive days. Participants completed the personality test on Day 1, and were contacted through their Mturk worker ID to receive the evaluation results on the following Day 2. And 363 participants (72.0%; 210 males; M\text{age} = 39.7, SD = 11.9) responded and returned to complete the experiment on Day 2.

4.1.2. Design

We employed a 2 (manager: algorithm vs. human) by 2 (evaluation: correct or incorrect) between-participants design. Participants were randomly assigned to either an algorithmic manager (n = 266) or a human manager (n = 238) condition on Day 1. They then received either a correct (n = 181) or an incorrect (n = 182) evaluation result on Day 2.

4.1.3. Procedure

We introduced the manager conditions as “whether you treat the personality test seriously will either be assessed by (1) an algorithm embedded in this survey or (2) a researcher involved in this study”. Participants were then randomly assigned to one of the two manager conditions, being asked about the manager’s eligibility to evaluate their seriousness (“How ineligible or eligible do you think the algorithm/researcher is in evaluating whether you treated the personality test seriously?”, from 1 = \text{strongly disagree} to 7 = \text{strongly agree}), and self-reported their seriousness (“Do you think you were unserious or serious about completing the personality test?”, from 1 = \text{extremely unserious} to 7 = \text{extremely serious}) and estimated seriousness evaluation (“Do you think the algorithm/researcher will evaluate you as unserious or serious about completing the personality test?”, from 1 = \text{extremely unserious} to 7 = \text{extremely serious}) from the manager.

After one day, participants in the Day-1 study received an invitation to take part in the Day-2 study. They were first reminded that “it was an algorithm embedded in the survey [in the algorithmic manager condition] or a researcher involved in this study [in the human manager condition] that evaluated whether you treated the personality test seriously and whether to give you the $1.3 bonus for the personality test”. Participants were then informed that “the algorithm/researcher evaluated you as SERIOUS/UNSEROUS about completing the personality test. Therefore, you will/will not receive the $1.3 bonus for the personality test”. Identical validated criteria\(^1\) were adopted to distinguish serious from unserious workers (Barends and De Vries, 2019), either by a researcher in the human manager condition, or by actual algorithms (i.e., Java scripts) embedded within the task in the algorithmic manager condition. In the incorrect evaluation condition, serious participants received an unserious evaluation without the bonus pay, while unserious participants received a serious evaluation with the bonus pay. Instead, in the correct evaluation condition, serious participants were rated as serious and unserious participants as unserious. After receiving the evaluation results, participants indicated their perceptions of procedural (e.g., “The evaluation procedure is free of bias”; \(\alpha = 0.91\) for four items) and distributive (e.g., “The evaluation result reflects the effort I put into the work”; \(\alpha = 0.93\) for three items) fairness (rated on a 7-point scale from 1 = \text{strongly disagree} to 7 = \text{strongly agree}; Colquitt, 2001). Participants each answered two questions about their intentions to enroll in a similar task in the future, either managed by a human or an algorithm (“I am willing to take part in a similar personality test if my seriousness about completing the test is evaluated by a researcher/an

---

\(^1\) According to Barends and De Vries (2019), we applied three criteria to classify serious and unserious workers. Participants who meet any of the three exclusion criteria are flagged as unserious. (1) After averaging all pre-recorded HEXACO items, participants whose standard deviation is below 0.70 are identified as unserious. (2) After reverse coding the negatively keyed items and calculating the standard deviations of six HEXACO dimensions, participants whose averaged standard deviation is above 1.60 are identified as unserious. (3) After reverse coding the third infrequency item (i.e., “I can count from one to twenty-five”), “strongly disagree” and “disagree” are coded as 1 and other choices are coded as 0. Participants whose averaged score of four infrequency items is below 0.75 are identified as unserious.
Participants were debriefed at the end of the Day-2 study. They were informed about their actual evaluation result (i.e., as serious or unserious). We sent bonuses to all participants who were actually serious or received incorrect evaluations about them being serious. In other words, only participants who were unserious and received correct evaluations about them being unserious did not receive the $1.3 bonus.

4.2. Results

Following the pre-registration, we analyzed Mturk workers’ actual performance (i.e., being serious or unserious), intrinsic motivation (including autonomy), fairness perceptions, and intended future commitment (as summarized in Fig. 3). We performed the analyses following both the Frequentist and Bayesian approaches. For the latter approach, we reported the Bayes Factor in favor of the null hypothesis over the alternative ($BF_{01}$).

4.2.1. Actual performance

With 323 out of the 504 workers (64.1%) being serious about the task, neither behavioral (63.9% vs. 64.3%; $z = 0.10, p = 0.92; BF_{01} = 25.64$) nor self-reported ($M = 6.37, SD = 0.81$ vs. $M = 6.36, SD = 0.77; t = 0.16, p = 0.87; BF_{01} = 55.56$) seriousness differed in the algorithmic versus the human manager condition. The 363 participants (72.0%) who returned to complete the Day-2 study were also equivalently distributed in the two manager conditions ($73.7\%$ vs. $70.2\%; z = 0.88, p = 0.38; BF_{01} = 17.54$).

4.2.2. Intrinsic motivation

Neither the overall motivation (multivariate $F(4, 499) = 0.49, p = 0.75$) nor specific reports of effort, enjoyment, nervosity, or autonomy ($p > 0.18; BF_{01} > 22.73$) differed in the algorithmic versus the human manager condition (see Fig. 3A).

4.2.3. Fairness perceptions

As shown in Fig. 3B, for both serious and unserious workers, perceived procedural and distributive fairness were contingent on the

![Fig. 3. Summary of the Mturk field experiment on AI management (N = 504).](image-url)
valence of evaluation (multivariate $F(2, 216) = 45.12$, $p < 0.001$ for serious workers, and multivariate $F(2, 137) = 45.12$, $p = 0.005$ for unserious workers) but not manager condition (multivariate $F(2, 216) = 1.22$, $p = 0.30$ for serious workers, and multivariate $F(2, 137) = 2.77$, $p = 0.07$ for unserious workers). Negative (vs. positive) evaluation and rejected bonus pay meant unfair (vs. fair) treatment for serious workers. They did not see unfair (vs. fair) treatment by an algorithmic (vs. a human) manager differently (multivariate $F(2, 216) = 0.40$, $p = 0.67$), either on procedural fairness ($t = -0.67$, $p = 0.50$, $BF_{01} = 18.18$), or on distributive fairness ($t = -0.88$, $p = 0.38$, $BF_{01} = 15.87$).

4.2.4. Commitment

Future intentions to stay in or leave a managing system for a similar future task did not differ depending on the current algorithmic or human manager (see also Fig. 3B) – neither for serious ($t = -1.22$, $p = 0.22$, $BF_{01} = 14.71$) nor for unserious workers ($t = 1.03$, $p = 0.31$, $BF_{01} = 14.49$).

4.3. Discussion

Through pre-registered analyses, we did not find evidence for people’s different reactions to algorithmic versus human management in our field experiment on Mturk. The awareness of being evaluated by an algorithmic or a human manager did not significantly influence people’s performance or intrinsic motivation during the work process. Moreover, regardless of manager identity, fair or unfair treatment received equivalently positive or negative reactions, in terms of fairness perceptions and future intentions to stay in or leave the current managing system.

This experiment yielded novel findings that did not perfectly align with previous vignette or case studies. In contrast to what participants pessimistically predict in vignette studies (Aciğoglu et al., 2020; Gonzalez et al., 2022; Lee, 2018; Raveendran and Fast, 2021), workers in our field experiment did not show lower commitment under AI management, and did not feel AI managers to be less fair than human managers. In contrast to what employees optimistically report in case studies (Kusk and Bossen, 2022; Lix and Valentine, 2020; Sun et al., 2021), workers in our field experiment did not show higher performance or motivation under AI managers. In sum, what workers said and did in our field experiment stood somewhere in between the findings reported in vignette studies (where participants expect AI management to have negative effects on attitudes and behaviors) and the findings reported in case studies (where employees report positive attitudes and behaviors toward AI management).

5. General discussion

We argued that the two most prominent methods for studying the attitudes and behaviors of humans toward AI management, namely, vignette studies and case studies, often deliver inconsistent results due to their respective limitations. Vignette studies are likely to overestimate negative reactions to AI management due to affective forecasting errors, biased media coverage, and question substitution. Case studies may deliver too optimistic results given social desirability biases and lack of random assignment and control conditions. We suggested a third approach: field experiments on crowdsourced marketplaces, which can potentially overcome the limitations of vignette and case studies, and help consolidate previous findings from vignette and case studies. Behavioral scientists are often familiar with these platforms, using them as convenient subject pools – but they sometimes forget their primary nature as labor markets, which can be adapted to simulate work processes and organization under AI management.

We empirically demonstrated the unique advantages of such field experiments through a proof-of-concept experiment on Mturk, also in contrast to a representative-sample survey study. Since most people still have not experienced AI management in real life (Frank et al., 2019; Frey and Osborne, 2017; Huang and Rust, 2018), it was reasonable that people in the representative survey relied on their imaginations and indicated more negative reactions to AI management than they would actually experience. As expected, even though people expressed a strong aversion to AI managers (especially for managerial functions requiring subjective skills) due to autonomy and fairness concerns, these negative reactions did not emerge in our field experiment after people experienced AI management in a subjective task domain. This discrepancy also resonates with some other studies. For example, people anticipated that job interviews with AI managers would be less fair than job interviews with human managers (Aciğoglu et al., 2020), but reported comparable feelings of fairness after simulated interviews with human and AI managers (Suen et al., 2019). In other words, a before-and-after contrast helped people recalibrate their negative expectations and adapt to systems with AI managers (Bucher et al., 2021; Curchod et al., 2020; Gonzalez et al., 2022; Haggadone et al., 2021; Makarius et al., 2020; Rahman, 2021).

Despite our attempts to summarize the respective limitations of vignette and case studies, the interpretation of each method and their findings should not be oversimplified. First, each method can have its unique advantages given applied contexts. For example, vignette studies can help anticipate worker reactions when organizations plan for a strategic transition from human to AI management, while case studies can better shed light on the narratives and social dynamics of a particular work group (e.g., Uber drivers; Langer and Landers, 2021). Second, within each methodological tradition, different studies can also have varied design decisions and nuanced findings. Some vignette studies strive to create immersive experience, and some case studies embed an experimental design. And they do not always yield conflicting findings; for example, vignette and case studies both reveal that people expect more consistency from AI-based than human decisions (Langer and Landers, 2021).

Different methodological approaches may not be the only reason why previous studies diverge on human reactions to AI management, and field experiments on crowdsourced marketplaces definitely come with their own limitations. For example, the results they deliver may not straightforwardly generalize to some contexts, such as workers in a dispatch center (Soper, 2021), drivers of ride-sharing services (Mohlmann and Zalmanson, 2018), or in-office workers (Jarrah et al., 2021). More importantly, the novel approach may also induce novel ethical issues, which call for cautious interpretations of study findings and systematic regulations of the experiment procedure. For example, no difference between human and AI management should not be considered evidence that legitimizes undisclosed AI management without workers’ awareness. And after experimental manipulations of (un)fair treatment by AI managers on crowdsourced marketplaces, workers should be debriefed about potential deception and receive justified payments (Wang et al., 2020).

With important caveats, we suggest that neither vignette nor case studies should be devalued, but their integration with our proposed third method – field experiments on crowdsourced marketplaces – can provide a better and more complete picture of human-centered AI management. Field experiments on crowdsourced marketplaces have the potential to help simulate the future of work, to make accurate predictions about workers’ feelings and behaviors under AI management, and to indicate meaningful directions for technological innovations on AI-powered management.
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